50, will be treated as malpractice.

Important Note : 1. On completing your answers, compulsorily draw diagonal cross lines on the remaining blank pages.
2. Any revealing of identification. appeal to evaluator and /or equations written eg, 42+8
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Note: Answer FIVE full questions, selecting
at least TWO questions from each part.

PART - A
Define: i) Unit of information, i) Entropy, iii) Information rate. {06 Marks)
The output of an information source consists of 128 symbols 16 of which occur with a
probability of 1/32 and remaining occurs with a probability of 1/224. The source emits 1000
symbols/sec assuming that symbols are chosen independently. Find the average information
rate of the source. (04 Marks)
Find G, and Gs and verify that G, > G, > H(s).

Fig.Q1{c) (10 Marks)

Show that H(X, Y) = H(X/Y) + H(Y). (04 Marks)
Apply Shannon encoding algorithm to-the following message:
Symbols Si | St 8
Probabilities | 0.5 | 0.3 [ 0.2
1) Find the code efficiency and redundancy.
i) If the same technique is applied to the second order extension of the source, how much
will the redundancy be improved. (10 Marks)
A technique used in a source encoder is to amrange message in a order of decreasing
probability, divide message into two almost equal groups. Message in 1% group are assigned
zero. Messages in 2" group are assigned with 1. Procedure is repeated till no further
division is possible. Find code words for 6 messages. (06 Marks)

State Shannon’s Hartley law and its implifications. (05 Marks)
Apply Huffman coding procedure for the following set of messages and determine the
efficiency of the binary code so formed symbols X, X5, X; with probabilities 0.7, 0.13,
0.15. If the same technique is applied to the 2™ order extension for the above mMessages.
How much will the efficiency be improved? (10 Marks)
For an AWGN channel with 4 kHz B.W and noise spectral density No/2 = 1072 W/Hz. The
signal power required at the receiver is 0.1 mW., Calculate the capacity of the channel.

(05 Marks)

State the properties of mutual information. (04 Marks)
For the JPM given below, compute individually H(X), H(Y), H(X, Y), H(Y/X), H(X/Y) and
I(X, Y). Verity the relationship among these entropies.
005 0 020 0.05
0 010 010 ¢

P(X.Y) =
K= 0 0 020 0.10 (10 Marks)

005 0.05 0 0.10
1o0f2
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4 c¢. The noise characteristics shown in Fig.Q4(c), find channel capacity.
08

Yi
Y2
Yy
Fig.Q4(c) (06 Marks)
PART --B
5 a. What are the different methods of controlling errors? Explain. (06 Marks)
b. For a systematic (7, 4) linear code. parity code 1s given by
[T 1 1]
1 1 0
P=
1 01
[0 1 1

i) Find all possible valid code vectors.

ii) Draw the corresponding encoding circuit.

ii1) A single error has occurred in each of these vectors detect and correct these errors:
YAa=[0111110], Yg=[1011100], Y¢=[1010000]

iv) Draw the syndrome calculation circuit. (14 Marks)

6 a.  What is binary cyclic code? Describe the features of encoder and decoder used for cyclic
codes using an (n — k) bit shift register. (10 Marks)
b. Consider (15, 11) cyclic codes generated by g(x) = 1 + x +x":
i) Device a feedback register encoder for this code.
ii} Illustrate the encoding procedure with the message vector 11001101011 by listing the
states of the register. (10 Marks)

7 Write explanatory note on:

RS codes

Golay codes

Shortend cyclic codes

Burst Error Correcting Codes (20 Marks)

0 o®

8 Cg.msider (3, 1, 2) convolutional code with impulse response g!' = (110), gm = (101).
3) =
g =(11D).
1) Draw the encoder block diagram.
it} Find the generator matrix.
11} Find the code vector corresponding to message sequence 11101 using time domain and
transform domain approach. (20 Marks)
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